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Standards

· · · · · ·

terminological
conventions reference

frameworks

technical specifications
↪→ for data, systems, procedures...

↪→ quality metrics, interoperability (APIs, protocols...)

compliance test suites
certification
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AI standards: what, why?



Formalizing existing ideas

I Interoperability, with consistent data and annotations

I Reproducible and comparable evaluation, with fully specified
metrics

I Good practices in annotation, evaluation...

I Ethical guidelines, data statements & model cards...

I ...

↪→ starting with consistent terminology!
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ISO/IEC 22989:2022 Information technology – Artificial intel-
ligence – Artificial intelligence concepts and terminology
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ISO/IEC CD TR 23281 Artificial intelligence – Overview of
AI tasks and functionalities related to NLP (draft)
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ISO/IEC AWI 23282 Artificial intelligence – Evaluation meth-
ods for accurate NLP systems (draft)
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ISO/IEC AWI 23282 Artificial intelligence – Evaluation meth-
ods for accurate NLP systems (draft)
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Standards & the EU AI Act



JTC 1/SC 42
“Artificial intelligence”

TC 37
“Language and terminology”

Joint Working Group 5

on NLP

JTC 21
“Artificial intelligence”

Vienna agreement

Vienna agreement

CN IA

European Commission

↪→ Standardization request:
• risk management system
• quality & governance of datasets
• record-keeping & logging
• transparency
• human control
• accuracy
• robustness
• cybersecurity
• quality management system
• conformity assessment

EU
Council

European
Parliament

low risk

transparency needed
(fake news, impersonation...)

high risk
(CV, medical...)

forbidden

General-Purpose AI models/systems,
GPAI models with systemic risk...

The
AI

Act

AI Act Article 40:
harmonized standard =
presumption of conformity

Target dates for main AI Act standards:
• core drafting = until mid-2024
• then debating...
• publication = April 2025
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Article 15 – Accuracy, robustness and cybersecurity

1. High-risk AI systems shall be designed and developed in such a
way that they achieve an appropriate level of accuracy, robust-
ness, and cybersecurity, and perform consistently in those respects
throughout their lifecycle.

1a. To address the technical aspects of how to measure the appro-
priate levels of accuracy and robustness set out in paragraph 1 of
this Article and any other relevant performance metrics, the Commis-
sion shall, in cooperation with relevant stakeholder and organisations
such as metrology and benchmarking authorities, encourage as ap-
propriate, the development of benchmarks and measurement
methodologies.

2. The levels of accuracy and the relevant accuracy metrics of high-
risk AI systems shall be declared in the accompanying instructions of
use. [...] 13



Article 15 – Accuracy, robustness and cybersecurity

3. High-risk AI systems shall be as resilient as possible regarding errors, faults
or inconsistencies that may occur within the system or the environment [...].

4. High-risk AI systems shall be resilient as regards to attempts by unauthorised
third parties to alter their use, outputs or performance by exploiting the system
vulnerabilities. [...]

The technical solutions to address AI specific vulnerabilities shall include, where
appropriate, measures to prevent, detect, respond to, resolve and control for
attacks trying to manipulate the training dataset (‘data poisoning’), or pre-
trained components used in training (‘model poisoning’), inputs designed to
cause the model to make a mistake (‘adversarial examples’ or ‘model evasion’),
confidentiality attacks or model flaws.
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Annex IV(2g) – Technical documentation

(g) the validation and testing procedures used, including information
about the validation and testing data used and their main char-
acteristics; metrics used to measure accuracy, robustness and com-
pliance with other relevant requirements set out in Title III, Chapter
2 as well as potentially discriminatory impacts; test logs and all test
reports dated and signed by the responsible persons, including with
regard to pre-determined changes as referred to under point (f).
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Article 52c(1) – Obligations for providers of general purpose
AI models

(a) draw up and keep up-to-date the technical documentation of the model, including its training and
testing process and the results of its evaluation, which shall contain, at a minimum, the elements set out
in Annex XX for the purpose of providing it, upon request, to the AI Office and the national competent
authorities;

(b) draw up, keep up-to-date and make available information and documentation to providers of AI
systems who intend to integrate the general-purpose AI model in their AI system. Without prejudice to
the need to respect and protect intellectual property rights and confidential business information or trade
secrets in accordance with Union and national law, the information and documentation shall:

(i) enable providers of AI systems to have a good understanding of the capabilities and limitations of the
general purpose AI model and to comply with their obligations pursuant to this Regulation; and [...]

↪→ shall not apply to providers of AI models that are made accessible to the public under a free and
open licence that allows for the access, usage, modification, and distribution of the model, and
whose parameters, including the weights, the information on the model architecture, and the
information on model usage, are made publicly available. This exception shall not apply to
general purpose AI models with systemic risks.

(c) put in place a policy to respect Union copyright law in particular to identify and respect, including
through state of the art technologies, the reservations of rights expressed pursuant to Article 4(3) of
Directive (EU) 2019/790;

(d) draw up and make publicly available a sufficiently detailed summary about the content used for training
of the general-purpose AI model, according to a template provided by the AI Office;
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Article 52d(1) – Obligations for providers of general-purpose
AI models with systemic risk

(a) perform model evaluation in accordance with standardised
protocols and tools reflecting the state of the art, including
conducting and documenting adversarial testing of the model with
a view to identify and mitigate systemic risk;

[...]

(d) ensure an adequate level of cybersecurity protection for the
general purpose AI model with systemic risk and the physical infras-
tructure of the model.
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Annex IXa Section 1(1) – Technical documentation (GPAI
models)

1. A general description of the general-purpose AI model including:

a) the tasks that the model is intended to perform and the type
and nature of AI systems in which it can be integrated;

b) acceptable use policies applicable;

c) the date of release and methods of distribution;

d) the architecture and number of parameters;

e) modality (e.g. text, image) and format of inputs and outputs;

f) the license;
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Annex IXa Section 1(2) – Technical documentation (GPAI
models)

2. A detailed description of the elements of the model refered to in paragraph 1, and relevant information
of the process for the development, including the following elements:

a) the technical means (e.g. instructions of use, infrastructure, tools) required for the general-purpose AI
model to be integrated in AI systems;

b) the design specifications of the model and training process, including training methodologies and tech-
niques, the key design choices including the rationale and assumptions made; what the model is designed
to optimise for and the relevance of the different parameters, as applicable;

c) information on the data used for training, testing and validation, where applicable, including type and
provenance of data and curation methodologies (e.g. cleaning, filtering etc), the number of data points,
their scope and main characteristics; how the data was obtained and selected as well as all other measures
to detect the unsuitability of data sources and methods to detect identifiable biases, where applicable;

d) the computational resources used to train the model (e.g. number of floating point operations –
FLOPs-), training time, and other relevant details related to the training;

e) known or estimated energy consumption of the model; in case not known, this could be based on
information about computational resources used;
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Annex IXa Section 2 – Technical documentation (GPAI mod-
els with systemic risk)

3. Detailed description of the evaluation strategies, including
evaluation results, on the basis of available public evaluation
protocols and tools or otherwise of other evaluation methodologies.
Evaluation strategies shall include evaluation criteria, metrics and the
methodology on the identification of limitations.

4. Where applicable, detailed description of the measures put in place
for the purpose of conducting internal and/or external adversarial
testing (e.g., red teaming), model adaptations, including align-
ment and fine-tuning.

Where applicable, detailed description of the system architecture ex-
plaining how software components build or feed into each other
and integrate into the overall processing.
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Practical contributions to AI standardization



TC 37
“Language and Terminology”

JTC 1/SC 42
“Artificial intelligence”

JWG 5

JTC 21
“Artificial intelligence”

SacreBLEU
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Questions?

Thanks to The Noun Project for the wonderful icons!
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